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Constructing an Alliance for Value-driven 
Cybersecurity

What is CANVAS about?

Informing stakeholders how cybersecurity can 
be aligned with European values and 

fundamental rights. 
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Cybersecurity and data protection: 
Both matter in the eHealth sector

Core reason: 
Poor baseline

security



Different perspectives of 
IT security and data protection

IT Security: Any person can be an attacker

Data protection: Any organisation can be an attacker

→ addressing power asymetries

For cryptologists: Esp. Bob is the attacker, not Eve or Mallory



Controller obligations

Valid legal ground & enabling data subject‘s rights

Technical & organizational measures

Being able to demonstrate compliance

Data protection by design and default

Records of processing activites

Security of processing

Data Protection Impact Assessment (DPIA)



Data Protection Impact Assessment
Art. 35 GDPR

EDPB criteria (WP248rev.01 pp. 9 f.) for high risk:

1. Evaluation or scoring, including profiling and predicting (e.g. by credit rating systems of banks)
2. Automated-decision making with legal or similar significant effect
3. Systematic monitoring (of persons, e.g. in networks or public areas)
4. Sensitive data or data of a highly personal nature involved (Art. 9 data + context-dependent)
5. Data processed on a large scale
6. Matching or combining datasets
7. Data concerning vulnerable data subjects (e.g. children, mentally ill people, patients..)
8. Innovative use or applying new technological or organisational solutions
9. When the processing in itself “prevents data subjects from exercising a right or using a service or

a contract” (Article 22 and recital 91).



The term ‘risk’ in data protection

Any personal data processing = infringement on the right to data
protection

-> Thus, already any processing is a risk occured!

This applies even if the processing is
• covered by a legal ground (thus legimized) and
• verifiable secure IT is being used

Goal of a DPIA:
Determine the needed necessary technical & organizational measures
to reduce the risk as far as possible



So what is ‘risk’ from data protection view?

The possibility of the occurrence of an event
that in itself is damage or that can lead to
further damage to one or more individuals

Damage can be physical, material or immaterial
(including unjustified interference with
fundamental rights)



Steps of a risk assessment

1. Identification of Risks
• What damage can occur?
• What events may lead to damage?
• Which actions/factors can lead to events?

2. Assessment of
• Gravity of (potential) damage
• Likelihood of realisation

3. Categorization of Risk



Two dimensions: 

• Severity of potential 
damage

• Likelihood of 
occurrence

But can’t be quantified, 
just approximated 
objectively 
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Typical risks in data protection

Risk 1

An organisation

facilitates an 

illegitimate 

personal data 

processing 

operation.

Risk 2

The severity of 

fundamental rights 

infringement caused by 

a legitimate personal 

data processing is either 

not at all or wrongly 

determined; the legal 

ground was not or not 

sufficiently identified, 

the assumption of 

responsibility/account-

ability is unclear.

Risk 3

An organisation 

facilitates an in 

principle legitimate 

processing operation, 

but illegitimately 

extends or changes 

the processing 

purpose (data 

retention, Big Data).

Risk 4

An organisation 

fails to 

implement 

sufficiently 

effective 

measures for IT 

security.

Risk 5

An organisation 

facilitates 

measures for IT 

security, but not 

in conformity 

with 

fundamental 

rights (clash 

security/data 

protection).

Risk 6

The attacker 

model is incorrect 

or sub-complex 

(e.g. processing 

organisation 

doesn’t have itself 

as attacker on the 

radar; the same 

applies for 

authorized 

entities, such as 

security agencies)

Risk 7

The 

processing 

operation is 

not 

sufficiently 

audited and 

evaluated.



How to use synergies between
IT security and data protection?

In IT security, protection goals are widely known to address risks:
• Confidentiality
• Integrity
• Availability

Suggestion:
Use the operative solution of data protection known in Germany for DPIA‘s
-> Standard-Datenschutz-Modell (SDM, Standard Data Protection Model)

It extends the classic IT security goals by three complementing goals:
• Unlinkability
• Transparency
• Intervenability

The SDM is one of the DPIA frameworks mentioned by the by Art. 29 WP in working
paper 248 in April 2017.



----> More information and learning material

White Papers
• Extensive scientific background material
• Generates an integrative view on existing data and knowledge related to

cybersecurity from ethical, legal and technical viewpoints

Briefing Packages
• Concise and comprehensive summaries of CANVAS results for European and

national policy makers

Reference Curriculum

• Integrating the value perspective into cybersecurity training and education

MOOC

• Massive Open Online Course

Upcoming: CANVAS book



Where to find the CANVAS materials

➢ Project website: https://canvas-project.eu/
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